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Fast-track to Exploring OpenRadioss
with Visualization Using ParaView on
Oracle Cloud

This guide provides you with a fast-track path to run OpenRadioss simulations and

use ParaView to visualize the results. CIQ created builds of OpenRadioss and ParaView
and packaged them into a single Rocky Linux 9 image published in the Oracle Cloud
marketplace. In this guide, we'll provide some of the details of the effort and, most
importantly, the instructions to try out OpenRadioss simulations quickly. By following the
instructions in this guide, you can try a sample workload or give your own workload a go!

OpenRadioss is an industry-proven open source Finite Element Analysis solver recently
provided by Altair. More information, community support of the code, and additional
workloads may be found on the OpenRadioss community website.

ParaView is an award-winning open source visualization application.

Rocky Linux is a popular Linux distribution across all domains, including scientific
applications like OpenRadioss. CIQ is a founding partner in Rocky Linux, the Rocky Linux
Enterprise Software Foundation, and also provides professional support for Rocky Linux.

As a prerequisite to executing this workflow, you will need to have an account on Oracle
Cloud. This guide does not cover the instructions for setting up an account.

Minimizing the cost of running in the cloud

The instructions for executing OpenRadioss and ParaView in Oracle Cloud take into
account that running in the cloud is not free. With that in mind, this section provides some
background on minimizing the cost of running in the cloud.

The primary cost-efficient consideration comes down to selecting the right compute
instance shape for each part of the workflow. OpenRadioss executes its solver on CPUs,
while ParaView needs GPU power for the visualization. The cost of a GPU instance shape

is much higher, typically, than a shape with just CPUs. If we choose one instance shape

that satisfies both requirements, then the overall cost of execution will be greater. Instead,
this guide uses a two-step workflow. The first uses a CPU only shape to execute the
OpenRadioss simulation. The second uses a shape with an NVIDIA GPU to visualize the
results. While there are additional steps to perform, this is overall a more cost effective path.
Otherwise, while OpenRadioss is solving your workload, you're paying for a GPU that is
sitting idle.


https://cloudmarketplace.oracle.com/marketplace/en_US/listing/146173925
https://cloudmarketplace.oracle.com/marketplace/en_US/listing/146173925
https://www.openradioss.org/
https://www.paraview.org/
https://ciq.com/products/rocky-linux/
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Workflow step 1: OpenRadioss simulation

In this example, we will run an OpenRadioss crash simulation using a 2019 generic mid-size
ADS vehicle model from CCSA. For the first step in the workflow, we will use an AMD CPU
shape with 64 CPU cores to run the OpenRadioss workload.

George Mason University | College of Science

Genter for n.
s [0S AN

About Research Focus Academics People Research Capability News

Center for Collision Safety and Analysis / Finite Element Models / 2019 Generic ADS Vehicles

Small-size model Mid-size model Large-size model Tractor model

2019 Generic Mid-size ADS Vehicle Model

Version 1, released November 2019 © Download Mid-size ADS zip  10.7 MB

Version 1 Model Details

Elements 439,303

Nodes 456,453

Parts 371

Features details, Interior details, ion system details, Uniform mesh throughout

(multi mode impacts)


https://www.ccsa.gmu.edu/models/2019-generic-ads-vehicles/

Create the instance on Oracle Cloud

Create an instance that has 64 cores and 64 GB of memory for the OpenRadioss workload.

This screen appears right after logging in to Oracle Cloud. Click the top left corner to open
the menu.

Search resources, ser ocumentation, and Marketplace Japan C{

Get started Dashboard

~ Service links

PINNED RECENTLY VISITED RECOMMENDED - Customize

#* Instances Compute You haven 't visited anything yet. Tenancies Organization Management

o Virtual cloud networks Networking Autonomous Database Autonomous Dat. ..
Users Identity

Logging Logging
Buckets Object Storage & Archive Storage

Groups Identity

Click Compute > Instances

B =

Q search & Compute
Compute
Home P
Overview
Compute
I " # Instances
Sterage Dedicated ! Instances hine Hosts
Networking Instance Configurations
Oracle Database Instance Pools
Cluster Networks
Databases
Compute Clusters
Analytics & Al

Autoscaling Gonfigurations

Developer Setvices
P Capacity Reservations

Identity & Security Custom Imaages

Click “Create Instance”

= ORACLE C i rces, sel ocumentation, and Marketplace Japan C{

Compute Instances in ciqg (root) Compartment

An instance is a compute host. Choose between virtual machines (VMs) and bare metal instance,

e determines its operating system and other software.

Instances = =
Create instance Table settings

Dedicated Virtual Machine Hosts
OCPU

Instance Configurations Name State Public IP Private IP | Shape | count

It shows many options, but first we are going to choose the Rocky Linux image and then the
shape of the instance.



n, and Mark Central (Osa

Create compute instance

Shielded instance: Disabled

Image and shape Collapse

A shape is a template that determines the number of GPUs, amount of memory, and other resources allocated to an
instance. The image is the operating system that runs on top of the shape

Image

Oracle Linux 8
ORACLE  Image build: 2023.04.25-0

Linux
0

Change image

Shape

VM. Standard.E4.Flex
Virtual machine, 1 core OCPU, 16 GB memory, 1 Gbps network

AMD X bandwidn Change shape
0

Click “Change image,” select “Rocky Linux,” and then select the OpenRadioss image from
the list.



Select an image

“=* Oracle Linux @ Ubuntu ‘ Red Hat ‘NEO CentQS

[ [ - o ) )
Windows SUSE & % Almalinux Rocky Linux
. ow 9 A
My images
Marketplace P\ )
) search...
App name Publisher Price
OpenRadioss and ParaView on Rocky Linux 9.1 Ctrl 1Q, Inc. Free

CIQ brings together everything you need for simulating and visualizing complex,
non-linear preblems. It comes bundled with Rocky Linux 9, OpenRadioss, and
ParaView, creating a comprehensive software stack for high-performance

computation of shapes. This all-encompassing solution is readily available on the
‘ Oracle Cloud

Rocky Linux, which is supported by GIQ and recognized as the successor to
Cent0S, stands at the forefront of operating systems for simulation tasks, CIQ
instills resilience and security into the supported distribution, assuring smooth

| operation on Oracle's computing shapes.

| In 2022, Altair made the significant move of open-sourcing the Radioss source
code, leading to the creation of OpenRadioss. For over three decades, Radioss
has been a game-changer in digital design processes and product development.
Mow, OpenRadioss offers a community-supported codebase, providing a direct
route to professionally backed code from Altair itself.
ParaView is a widely-used visualization tool for analyzing simulation data. It
boasts the ability to produce both static images and dynamic animations from
simulations, enabling desianers to visually interpret the simulation outcomes with

| essential result indicators.

Agreement for partner image OpenRadioss and ParaView on Rocky Linux 9.1

| have reviewed and accept the Oracle Terms of Use, Partner terms and conditions, and the Oracle General Privacy Policy

Cancel

Copyright @ 2023, Oracle and/or its affiliates. All rights raserved I

Click “Change shape, maximize “Number of OCPUs" to 64 cores, and specify “Amount of
memory (GB)" to 64 GB.



Browse all shapes

A*is a template that determines the number of GPUs, amount of memory, and other resources allocated to a newly
ed Instance.

Instance type
Virtual machine Bare metal machine
A virtual machine is an independent computing envi- A bare metal compute instance gives you dedicated
ronment that runs on top of physical bare metal physical server access for highest performance and
hardware. v strong isolation.
Shape series
AMD Intel Ampere Specialty and
Flexible Flexible Arm-based previous
OGCPU count. OGCPU count. processor. generation
Current gen- I Current gen-
AMDI tel,
“ eration AMD Qll- eration Intel anpeRE Always Free, Dense
Processors. processors. /0, GPU, HPC,
Generic, and earlier
generation AMD and
v Intel standard shapes.
Image: Custom Custom
Shape name ocPU (7) Memory (GB)  Security
VM.Standard.E4.Flex 64 64 0 ﬁ ~

Network bandwidth (Gbps): 40

Maximum VNICs: 24 (2)

You can customize the number of QGPUs and the amount of memeory allocated 1o a flexible shape. The other
resources scale proportionately. Learn more about flexible shapes.

MNumber of OCPUs
o B4
22 43 64
Amount of memory (GB) (D
64
64 342 683 1024

Burstable

Burstable instances are virtual machine (VM) instances that provide a baseline level of CPU performance
with the ability to burst to a higher level to support occasional increases in usage.

1 selected Showing 1 item

Don't see the shape you want? View your service limits and request an increase. If you're looking for an older shape,
check the Specialty and previous generation section.

Select shape Cancel

This is after you choose the image and shape.
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= ORACLEC tion, and Mar

Create compute instance

Image and shape Collapse

A shape is a template that determines the number of CPUs, amount of memory, and other resources allocated to
an instance. The image is the operating system that runs on top of the shape.

Image

OpenRadioss and ParaView on Rocky Linux 9.1
Change image

&

Shape

VM.Standard.E4.Flex

Virtual machine, 64 core OCPU, 64 GB memory, 40 Gbps
AMD £\ network bandwidtn

Click “Save private key"” and “Save public key” to download keys for SSH. We use the private
key to SSH log-in to the instance we created here, and we use the public key when we
create other GPU-equipped instances for visualization.
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Add SSH keys

Generate an SSH key pair to connect to the instance using a Secure Shell (SSH) connection, or upload a public key
that you already have.

© Generate a key pair for me Upload public key files (.pub) Paste public keys No SSH keys

@ Download the private key so that you can connect to the instance using SSH. It will not be shown again.

| Saveprivate key - Save public key

Now you have two keys under the Downloads directory (depending on your environment
and how you saved those keys); one is like “ssh-key-yyyy-mm-dd.key”. This is the private key
that we use for SSH log-in, and the other is like “ssh-key-yyyy-mm-dd.key.pub”This is the
public key that we use when we create other instances.

Open your terminal and then type the following to attach read write permission only to the
current user; otherwise, SSH log-in fails. This procedure is only required for MacOS and Linux
users.

$ chmod 600 ~/Downloads/ssh-key-2023-05-08.key

Click “Create”

2o Show advanced options

Create Save as stack Cancel

Terms of Use and Privacy  Cookie Preferences

The instance is in a “provisioning” state for usually less than a minute.
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Compute » Instances » Instance details » Work requests
instance-20230508-1141
Start Stop Reboot More actions

Instance information Shielded instance Oracle Cloud Agent Notificatio

General information Instance access

: AD-1 The instance must be runnin:
PROVISIONING Availability domain:

When your instance becomes “running” state, you can SSH log-in to this instance.
Sometimes you need to wait a bit after an instance becomes a “running” state, due to the
cloud-init script still running, etc.

Compute » Instances » Instance details » Work requests
instance-20230508-1141
Start Stop Reboot More actions

Instance information Shielded instance Oracle Cloud Agent Notificatio

General information Instance access

Availability domain: AD-1 We're not quite sure how to ¢
PG image. Refer to the image's ¢

SSH

Let's SSH log-in to the instance just created. For SSH log-in, we need the IP address of twhe
instance, username, and SSH key. The IP address of the instance is shown on the “Instance
access” section of the Instance details page. The username is “rocky” and the SSH key is the
private key that we downloaded when we created the instance.
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Compute » Instances » Instance details » Work requests
instance-20230508-1141
Start Stop Reboot More actions

Instance information Shielded instance Oracle Cloud Agent Notifications Tags

General information Instance access

Availability domain: AD-1 We're not quite sure how to connect to an instance that uses this
RUNNING image. Refer to the image's documentation, or see the general steps.

Fault domain: FD-2 to connect to a running instance.

Region: iad

Public IP address: 129.153.31.77 Copy
OCID: ...z6vwma Show Copy

|n,

Open your terminal (when you use Windows, it's “Windows Terminal”; when you use MacOS,
it's “Terminal”), and then type the following to SSH log-in to the instance.w

$ ssh -i ~/Downloads/ssh-key-2023-05-08.key rocky@129.153.31.77

~ ssh -i ~/Downloads/ssh-key-2023-05-08.key rocky@129.153.31.77
The authenticity of host '129.153.31.77 (129.153.31.77)' can't be established.
ED25519 key fingerprint is SHA256:bg2eBl1ZOWlh8yGP7w+ZMMETurvVgkx10b41lclZC/8Fos.
This key is not known by any other names
Are you sure you want to continue connecting (yes/no/[fingerprint])? yes

This is what you see with a successful SSH log-in to the instance.it’s “Terminal”), and then
type the following to SSH log-in to the instance.w

7 AT
TN
e I\ SIS

S ellae e LT
1%

\
/
3

build: 5a26le71

[OpenRadioss] https://github.com/OpenRadioss/OpenRadioss
[0official Documents] https://openradioss.atlassian.net/wiki/spaces/OPENRADIOSS/
[User Forum] https://github.com/orgs/OpenRadioss/discussions

Last login: Wed May 10 08:56:05 2023 from 180.145.59.165
0S: Rocky Linux 9.1 (Blue Onyx) x86 64

PU: AMD EPYC 7J13 (128) @ 2.445GHz

emory: 1140MiB / 63761MiB

Open your terminal (when you use Windows, it's “Windows Terminal”; when you use MacQOS,
it's “Terminal”), and then type the following to SSH log-in to the instance.w

1110[

1111

10
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This shows the instance we just created has 128 cores. This is because AMD Simultaneous
Multithreading (SMT) is enabled. We use 64 cores for our simulation, since AMD SMT and Intel HT
don't contribute to the performance of OpenRadioss and HPC applications in general.

wn

type “q” to quit “htop”

Run the simulation

Preparing Input Files

- Move to “Simulation” directory

- Unarchive “2019-generic-mid-size-ads-vehicle-vl.zip”

- Copy “ADSOpenRadioss.key”

- Move to “2019-generic-mid-size-ads-vehicle-v1” directory

$ cd Simulation
$ unzip 2019-generic-mid-size-ads-vehicle-vl.zip
Archive: 2019-generic-mid-size-ads-vehicle-vl.zip
2019 Generic Mid-size ADS Vehicle Model
Center for Collision Safety and Analysis
George Mason University
inflating: 2019-generic-mid-size-ads-vehicle-vl1/README.txt
inflating: 2019-generic-mid-size-ads-vehicle-vl/combine.key
inflating: 2019-generic-mid-size-ads-vehicle-vl/gmu-ccsa-generic-mid-size-
ads-vehicle-vl.key
inflating: 2019-generic-mid-size-ads-vehicle-vl/wall.key
$ cp ADSOpenRadioss.key 2019-generic-mid-size-ads-vehicle-vl
$ cd 2019-generic-mid-size-ads-vehicle-vl

Decompose Simulation Input Data

Use “tmux”, terminal multiplexer, here. This is convenient when you want to exit your terminal
while the simulation is still running or when you lose connection while the simulation is still
running. “tmux” creates a session, and you can detach from that session without stopping your
simulation.

$ tmux
Decompose simulation input data for 64 processes MPI parallel simulation.

$ openradioss.sif
Apptainer> starter linux64 gf -i ADSOpenRadioss.key -np 64

Run Simulation

Run the crash simulation. It takes about 40 minutes.
Apptainer> mpirun -np 64 engine linux64 gf ompi -i ADSOpenRadioss 000l.rad

This is optional, but let's check out CPU usage with “htop” for fun.

Press keys “Ctrl + b” and then press key “d”. This makes you detach from the current session, such
as the OpenRadioss simulation terminal session.

n



109(
110(
] 103[100] 111[100]119[
; 65 running

4726 rocky 649M 2 21M . :40.73 engine_linux64_gf_ompi -i ADSOpenRadioss_0001.rad
4728 rocky M 121M 5 :40.74 engine_linux64_gf _ompi -i ADSOpenRadioss_0001.rad
4729 rocky R 100. & :40.73 engine_linux64_gf_ompi -i ADSOpenRadioss_0001.rad
4731 rocky ! 5 :40.72 engine_linux64_gf_ompi -i ADSOpenRadioss_0001.rad
4733 rocky 649M 202M 123M R 0 :40.73 engine linux64 gf ompi -i ADSOpenRadioss 0001.rad

This shows the simulation utilizes 64 cores on your instance.

wn

Let's get back to the OpenRadioss simulation session. Type “q"” to quit “htop” and then type
the following to attach to the session:

$ tmux attach -t 0

When the simulation is finished, it will show you something like this:
** MEMORY USAGE STATISTICS
TOTAL MEMORY USED ....ccces-- 14671 MB
MAXIMUM MEMORY PER PROCESSOR. 259 MB
MINIMUM MEMORY PER PROCESSOR. 225 MB
AVERAGE MEMORY PER PROCESSOR. 229 MB
*%* DISK USAGE STATISTICS *

TOTAL DISK SPACE USED ..ccccceacscnnsscnnnancns 5386 MB

ANIMATION/H3D/TH/OUTP SIZE ..ccceeeccnccans 4272 MB
RESTART FILE SIZE .vveesccnsssccsansscnsnnsns 1113 MB

ELAPSED TIME 2341.64 s
0:39:01
ESTIMATED SPEEDUP= 63.62

NORMAL TERMINATION
TOTAL NUMBER OF CYCLES : 152280
Apptainer>

64 cores with “ESTIMATED SPEEDUP" of 63.62 looks like pretty good performance. If you
wish to accelerate more, you will need multiple nodes set up, and an HPC cluster. That is
indeed an interesting topic, but it is not covered in this article.

12
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Prepare Output Data for ParaView Visualization

OpenRadioss produces visualization data in ANIM format, but ParaView does not have a
plugin for reading ANIM format. That means we need to convert ANIM format data to VTK
format, which is the primary supported data format by ParaView.

Let's convert the ANIM format data to VTK format data. It takes about 5 minutes to finish.

$ seq -f ADSOpenRadiossA%03g 076 | xargs -I{} sh -c ‘openradioss.sif
anim to vtk linux64 gf “$1” > “$Sl.vtk”’ -- {}

If you didn't finish your simulation during the previous step, don’t worry. The custom image
we use here has sample VTK files. Please use VTK files under ~/Visualization if you don't
have your own data.

Terminate the CPU Instance

We have done CPU-intensive workloads such as the OpenRadioss simulation, so let’s
terminate the instance. Please keep in mind that we will reuse the disk (boot volume) that
we just used for the OpenRadioss simulation.

Click “Terminate”

Compute » Instances » Instance details » Work requests
instance-20230508-1720

Start Stop Reboot More actions v

Instance information Shielded instance Oracle Cloud Agent Notifications Tags

General information Instance access

We're not quite sure how to connect to an inst:
image’s documentation, or see the general ste

Availability domain: AD-1

RUNNING

Fault domain: FD-1

Region: iad Public IP address: 150.136.107.70 Copy.

Please leave the following checkbox unchecked; we would like to use this boot volume
that contains data for visualization. We can create a GPU-equipped instance from this boot
volume in later steps.

Click “Terminate instance”

13
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Terminate instance

Do you want to permanently delete instance instance-20230508-11417

Permanently delete the attached boot volume

Terminate instance Cancel

It takes less than a few minutes to be terminated.

Compute » Instances » Instance details

instance-20230508-1141

Start Stop Reboot ‘ Terminate More actions

Instance information Shielded instance Oracle Clo

General information

: AD-1 |
TERMINATING Availability domain
Fault domain: FD-2 i
=] i ian

After the instance has terminated, please move on to the next step.

Workflow step 2: visualizing with ParaView

Create an instance for the visualization workload from the same boot drive that is used for
the OpenRadioss simulations.

Click “Create instance”

= ORACLE Cloud searchr mentation, and

Compute Instances in ciq (root) Compartment

An instance is a compute host. Choose between virtual machines (VMs) and bare metal instance
determines its operating system and other software.

Overview

Instances m =
Create instance Table settings

Dedicated Virtual Machine Hosts

OCPU
Name State Public IP Private IP | Shape count

Instance Gonfigurations
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Click “Change image”

nentation, apan Central (Osaka) v

Create compute instance

Shielded instance: Disabled

Image and shape Collapse

A shape is a template that determines the number of CPUs, amount of memory, and other resources allocated to an
instance. The image is the operating system that runs on top of the shape.

Image

Oracle Linux 8
ORACLE  Image build: 2023.04.25-0

Linux
0

Change image

Shape

VM.Standard.E4.Flex
Virtual machine. 1 core OCPU, 16 GB memory, 1 Gbps network

AM Da bandwidth Change shape
0

Click “My images”

Select an image

727 Oracle Linux @ Ubuntu

= Windows GWE sUSE

Red Hat B, contos

®

=
21

AlmaLinux ' Rocky Linux
»

Lre

My images
@ Marketplace R

v

Custom images @Bnol volumes Image OCID
Boot volumes contain the image used to create a new instance.

Compartment

and then click “Boot volumes”

15
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Choose Boot volume and click “Select image”

@) instance-20230508-1141 (Boot Volume) AD-1 47 Mon, May 8, 2023, 0]

1 selected Showing 4 items ¢ 1 of| wasx

Select image Cancel

Next, click “Change shape”

Image and shape Collapse

A shape is a template that determines the number of CPUs, amount of memory, and other resources allocated to an
instance. The image Is the operating system that runs on top of the shape.

Image

instance-20230508-1141 (Boot Volume)

a Change image

Shape

VM.Standard.E4.Flex
Virtual machine, 1 core OCPU, 16 GB memaory, 1 GDpS network

A M D &\ bandwidth Change shape
04

This time, we use the NVIDIA GPU equipped shape. Click “Specialty and previous

generation”.

16
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Browse all shapes

A shape is a template that determines the number of CPUs, amount of memaory, and other resources allocated to a
newly created instance.

Instance type
Virtual machine Bare metal machine
A virtual machine is an independent computing en- A bare metal compute instance gives you dedicated
vironment that runs on top of physical bare metal physical server access for highest performance and
hardware. v strong isolation.
Shape series
AMD Intel Ampere Specialty and
Flexible Flexible Arm-pased previous
OCPU count. OCPU count. processor. generation
Current gen- "_) Gurrent gen- A
AMDI tel,
i eration AMD (,'_'_1__, eration Intel AmiPERE Always Free, Dense
processors. Drocessors. 10, GPU, HPG,
Generic, and earlier
generation AMD and
Intel standard shapes. v/

Click “WYM.GPU.AT0.1" shape that has a NVIDIA A10 GPU and 15 cores Intel Xeon
processor, and then click “Select shape”

VM.GPU.A10.1 15 240 ~

Network bandwidth (Gbps): 24
Maximum VNICs: 15 @
Local disk: Block storage only

Processor: 2.6 GHz Intel® Xeon® Platinum 8358 (Ice Lake)

| have reviewed and accept the following documents: Oracle and Nvidia Terms of Use

Select shape Cancel

Now it looks like this:

Image and shape Collapse

A shape Is a template that determines the number of CPUs, amount of memory, and other resources allocated to an instance. The image is the
operating system that runs on top of the shape.

Image

instance-20230508-1141 (Boot Volume)

Change image

Shape

@ VM.GPU.A10.1
Virtual machine, 15 core QCPU, 240 GB memory, 24 Gbps network bandwidth Ghange shape

NVIDIA.
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Now, let's look at SSH key settings. This time we upload the public key that we
downloaded when we created an instance for the OpenRadioss simulation.

Click “Upload public key files (.pub), and then click “Browse”

Add SSH keys

Generate an S5H key pair to connect to the instance using a Secure Shell (SSH) connection, or upload a public key that you already have.

Generate a key pair for me @Up\oad public key files (.pub) Paste public keys No SSH keys
SSH public keys

75 Drop .pub files here. Browse

Select your public key and then click “open”. Now it looks like this:

Add SSH keys

Generate an SSH key_pair to connect to the instance using a Secure Shell (SSH) connection, or upload a public key that you already have.

Generate a key pair for me @ Upload public key files (.pub) Paste public keys No SSH keys
SSH public keys

¢ Drop .pub files here. Browse

ssh-key-2023-05-08.key.pub x

We are ready to go! Click “Create”

25 Show advanced options

Create Save as stack Cancel

Terms of Use and Privacy  Cookie Preferences
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SSH

After the newly created instance becomes the “Running” state, SSH log-in to the instance.

Username is the same as “rocky”, and the ssh key is also the same “ssh-key-yyyy-mm-dd.
key”; only the IP address is changed here. Please check the new IP address that is assigned
to the instance.

Gompute’» Instances » Instance detalls » Work requests
instance-20230508-1720

san || sup | paboo Mor o -

Instance information Shielded instance Oracle Cloud Agent Notifications Tags
General information Instance access
Availability domain: AD-1 We're not quite sure how to connect to an instance that uses this image. Refer o the

RUNNING image’s documentation, or see the general steps to connect to a running Instance.

Fault domain: FD-1

Region: ad Public IP address: 150.136.107.70 Copy.

Optional: Verify the GPU driver is loaded

If you follow these instructions verbatim, you'll be following a path that has been verified,
meaning everything should be working. It's never a bad idea, though, to do a quick
verification that the GPU is up and running. You can use the following commmand to verify
that the NVIDIA driver is running.

$ nvidia-smi

Driver Version: 530.30.

Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC
Temp Perf Pwr:Usage/Cap| Memory-Usage Compute M.
MIG M.

NVIDIA AlO Off| 00000000 4.0 Off 0
52W / 150W| O0MiB / 23028MiB Default

Processes:
GPU GI
D

19
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You can also monitor GPU activity using “nvtop™

$ nvtop
Device @ [Tesla V1@0@-SXM2-16GB] PCIe GEMN 3@16x RX: 8.00@ KiB/s TX: 0.000 KiB/s
GPU 135MHz  MEM 877MHz TEMP 44°C FAN N/A% POW 24 / 300 W
GPUI o%] MEM[ 0.000Gi/15,7826Gi]
100 |GPUe =
GPUR
75
50
25
)
lass 335 225 11s 95
PID USER DEV TYPE GPU GPU MEM CPU HOST MEM Command

Type “g" to quit “nvtop”

Start ParaView Server

$ pvserver

INFO: underlay of /usr/bin/nvidia-smi required more than 5@ (341) bind mounts
Waiting for client...

Connection URL: cs://instance-20221219-1118:11111
Accepting connection(s): instance-20221219-1118:11111
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Client Side

Install the ParaView client

Download the exact same version (v5.11) of the ParaView client from the official download
page https://www.paraview.org/download/. You can use Windows, Linux, and MacOS for
client side OS.

SSH Port Forward

Before you connect to the ParaView server on OCI, forward port 11111 on the GPU instance
to port 11111 on the local PC using SSH. This way, we don’t need to open port 11111 on the OCI
side.

$ ssh -i ~/Downloads/ssh-key-2023-05-08.key -L 111ll:localhost:11111
rocky@<INSTANCE IP HERE>

Connect the ParaView client to the ParaView server on OCI

Launch ParaView and click File > Connect.

@ Pevew Pl Dot Ves Sowces Flen Domoen Tol  Ceabat  Meomi  Sep
[ ] L ] * Opan Paravom § 11 0-8CY
& Aot Flee ? T B ol A B B B -
‘=l | FRZ HAd P PPMES ™
B M A eeinm e X ~OBadbits
e e
N | v e Cone e . 4 4 - é”
20 ENTTOED
B bt oo R D » R + =48 A..% £ Yy s xEN

L Lapar Aewmard Toere

e BT
D bemlen
R e

Loed Foit Togrer Vipierain

R e e ]
C Gire WrOom AT BT

20 12 Ol e |
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Connect to “localhost:1111”

O @ Choose Server Configuration

Configuration Server

Add Server Edit Server Delete Server
Load Servers Save Servers Fetch Servers
8 Delete All Timeout (s) 60 O Connect Close

- Click “Open”
Double Click “Visualization”
- Select “ADSOpenRadiossA..vtk” and Click “OK”

Tufub Rof s L RONLESH 8 SR R b 0> Dl 55 o o, @
- e Atee e - ; e X @ E oA AAE AC » B> @
9 & ':‘.T <" _- - @ ) L e & e - ﬁ

o0 Sipeine Braneer ] 0 wream @ -+
B mey Server (osdfiocabast 111113 " "R W R |

[ N Dpen File: (apan multiple files with ectris key.)
Lookin: _homedraciy/Viausization] 8 o Q
Favorites + ~ Fierame Type
ADSOpanRadioes A ik o
[ ADSCperRodiosaTlH cav Fiz
Propesties  Infarmation B Home
-1-] Piapsrlies o
x
Saarch . juse Esc to claar taxt) | Recent
B rocky
= Proporties
aper ruliele Hles ddih <o = key,
= MNama: ADSOpeniadicss A vEk
= Lo« ]
Fesof type: | Supperted Types ("0 el ik *.bp =08 *00 * bpd g pit* 0@ "B Cancel
= View (Render Vi [}
Click Apply
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Pipeline Browser

ﬁ My Server (cs:fflocalhost:11111)

. ) ADSOpenRadiossA001.vtk*

Information
a @ Prapertles

" Apply @ Reset % Delete ?

Axes Grid Edit

Search ... (use Esc to clear text) e ]
== Properties (ADS cC H
== Display ¥ C H
== View (RenderVi [ S H

Now you can see the rendered VTK file.
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LR ] ParaView 5.11.0
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Lastly, click “ParaView"” and then click “About ParaView"” when you use MacOS; that shows
the GPU device and GPU driver version that the ParaView server running on Oracle cloud
resource is using for this session.
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Terminate the GPU Instance

After finishing the visualization, let's terminate the GPU instance. This time, we can delete the
boot drive.

Gompute Instances » Instance detalls » Work requests
instance-20230508-1720
Start Stop Reboot More actions v

Instance information Shielded instance Oracle Cloud Agent Notifications Tags

General information Instance access

Availability domain: AD-1 We're not quite sure how 1o connect ta an instance that uses this image. Refer to the
BURRINE image’s documentation, or see the general steps to connect to a running instance.

Fault domain: FD-1

Region: iad Public IP address: 150.136.107.70 Copy

Check “Permanently delete the attached boot volume” and then click “Terminate instance”.

Terminate instance Help

Do you want to permanently delete instance instance-20230508-17207

%) Permanently delete the attached boot volume

Terminate instance Cancel

Summary

We walked through the car crash simulation to its visualization using the newly published
OpenRadioss / ParaView Rocky Linux 9-based image on OCl and appropriate shape for each task.



Appendix A: Attaching extra drive

If you'd like to play with all of the examples in this image, understand that the default boot
drive doesn’t have enough space. In this section, we provide instructions on how to create
extra drives and attach them to your instance.

Click the top left corner to open the menu, and then click “Storage”, “Block Volumes".

o= o

n -~
Q Search btordge
Hofme Block Storage Object Storage & Archive
<7 Block Volumes Storage
Gompute Block Volumes Buckets

Block Volume Back...—

I Storage Block Volume Replicas
MNetworking Volume Groups
Oracle Database Volume Group Backups
Volume Group Replicas
Databases [PIRE
Backup Policies
Analytics & Al
Developer Services File Storage
File Systems
Identity & Security
Mount Targets

Ahearnahility 2 Aanasamant

Click “Create Block Volume”

= ORACLE Clouc ar rces, se , documentation, and Marketplace

Block Storage Block Volumes in ciq (root) Compartment

Block volumes provide high-performance network storage to support a broad range of /O intensive workl

Block Volumes

Create Block Volume
Block Volume Backups

5N Lo £ e ~ e

Type a name for the block volume and then click “Create Block Volume”. The default size of
the block volume is 1024GB.
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Create block volume

Narne

[ extra

Create In Compartment

cig (root)

Availability Domain
zNpx:US-ASHBURN-AD-1

Volume Size and Performance

© Default Custom

Volume Size: 1024 GB

Volume Performance: Balanced
10PS: 25,000 IOPS (60 I0PS/GB)
Throughput: 480 MB/s (480 KB/s/GB)

Create Block Volume Save as stack Cancel

<

Provisioning will take less than a few minutes.

Block Storage » Block Violumes » Block Volume Details

extra

Edit Move Resource Add tags Terminate

Block Volume Information Tags

Availability Domain: ZNpx:US-ASHBURN-AD-1
Compartment: ciqg (root)

OCID: ...c2bltqg Show Copy

Created: Tue, May 9, 2023, 07:54:35 UTC
Size: 1024 GB ()

PROVISIONING...

Auto-tune Performance Policies

When block volume becomes available state, we are good to go
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Block Storage » Block Violumes » Block Volume Details

extra

2618 | Move Resource | | Add tags

Block Volume Information Tags

Availability Domain: ZNpx:US-ASHBURN-AD-1
Gompartment: cig (root)
OCID: ..c2bltq Show Copy

Created: Tue, May 9, 2023, 07:54:35 UTC

Size: 1024 GB (&)

AVAILABLE

Auto-tune Performance Policies

Go back to the instance page and click “Attached block volumes” > “Attach block volume”

Shape: VM.Standard.E4.Flex In-
OCPU count: 64 Seq
Network bandwidth (Gbps): 40 Me
Memory (GB): 64 Tru

Co

Local disk: Block storage only

Resaurces Attached block volumes
Block volumes provide high-performance network storage to support a broad range of /O intensivi
Metrics
Quick actions
Attached block volumes Name State Volume type Device path Type

Attached VNICs There are no block volumes at

Boot volume

Console connection

Choose the drive you created
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Attach block volume

Volume

© Select volume () Enter volume OCID

Volume in ciq (root) (Change compartment)

v Select a block volume or a boot volume
Block volume
ysenda_data

; ot vollime

Click “Attach”

Attach block volume Help
Volume
© Select volume () Enter volume OCID

Volume in ciq {root) (Change compartment)

extra 2

OCID: ...c2bltq Show Copy

Target performance: Balanced

VPU: 10

10PS: 25000 IOPS (680 IOPS/GE)
Throughput: 480.00 MB/s (480 KB/s/GB)

Attachment type

© Let Oracle Cloud Infrastructure choose the best attachment type
lscsl

() Paravirtualized

Access

© Read/write
Configures the volume attachment as read/write, not shared with other instances. This enables attachment to a single instance only and is the default configuration.

) Read/write - shareable
Configures the volume attachment as read/write, shareable with other instances. This enables read/write attachment to multiple instances.

) Read only - shareable

Configures the volume attachment as read-only, enabling attachment to multiple instances.

cae




Attaching the block volumes takes about a minute.

Attached block volumes

Block volumes provide high-performance network storage to support a broad range of I/O intensive workloads.

Name

State Volume type Device path Type | Access Size | VPU | Multipath Attached
extra @ Attaching Block volume - iscsi Read/write 1TB 10 No Tue, May 9, 2023, 08:00:37 UTC
Showing Titem ¢ 1of1 >
’

It's ready!

Attached block volumes

Block volumes provide high-performance network storage to support a broad range of I/O intensive workloads.

Name 4  State Volume type Device path Type | Access Size | VPU | Multipath Attached

extra @ Attached Block volume - iscsi Read/write 178 10 No

Tue, May 9, 2023, 08:00:37 UTC

Showing Titem ¢ Tof1 >

Attached block volumes

Click menu on the right, and click “iSCSI commands & information”.

Block volumes provide high-performance network storage to support a broad range of I/0 intensive workloads.

Attach block volume
Name « | State Volume type Device path Type Access Size VPU Multipath
extra @ Attached Block volume - iscsi Read/write 178 10 No

Attached

Tue, V\| View block volume details

iSCSI commands & information >
Copy attachment OCID
Copy resource OGID

Detach

Copy command to “connect”.
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iISCSI| commands & information Help

Linux

= You must unmount the drive and then run the disconnect commands before detaching or

instance reboot will fail.
« Ifyou add this volume to the instance’s etc/fstab file to automatically mount on boot, you
must include the _netdev and nofail options.

Connect

sudo iscsiadm -m node -o new -T ign.2015-12.com.oracleiaas:c534deeet-b0dc-
sudo iscsiadm -m node -o update -T ign.2015-12.com.oracleiaas:c53deeeB-b(
sudo iscsiadm -m node -T ign.2015-12.com.oracleiaas:c534eeeB-b0dc-4713-ak

p:
Gopy.

Disconnect

sudo iscsiadm -m node -T ign.2015-12.com.oracleiaas:c53deeel-blde-4713-ak
sudo iscsiadm -m node -o delete -T ign.2015-12.com.oracleiaas:c534deeel-b(

e

Copy.

IP address and port: 169.254.2.2:3260 Copy

Volume IQN: ign.2015-12.com.oracleiaas:c534eee8-b0dc-4713-abe5-3396a5657e61 Copy

> Windows

Close

Go back to your terminal and paste the command:

[rocky@radioss ~]$ sudo iscsiadm -m node -o new -T ign.2015-12.com.orac
sudo iscsiadm -m node -o update -T ign.2015-12.com.oracleiaas:c534eee8-L
sudo iscsiadm -m node -T ign.2015-12.com.oracleiaas:c534eeeB-b0dc-4713-¢

iscsiadm: using tpgt 1 from existing record
New iSCSI node [tcp:[hw=,ip=,net_if=,iscsi_if=default] 169.254.2.2,3260
[rocky@radioss ~]§$

Check that the disk attached correctly using “Isblk”
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[rocky@radioss ~]$ 1lsblk
NAME MAJ:MIN RM SIZE RO MOUNTPOINTS
sda 46.6G
sdal 99M
sda2 1000M
sda3 4M
sdaéd 1M
sda5s
L—rocky—root 25
sdb

/boot/efi
/boot

0
0
0
0
0
]
0
0

o000 0O0 OO

Create partition using “parted”

$ sudo parted /dev/sdb
(parted) mklabel gpt
(parted) mkpart primary 0% 100%
(parted) quit

Create filesystem using “mkfs.ext4”
$ sudo mkfs.ext4 /dev/sdbl
Create mount point “/data”

$ sudo mkdir -p /data

Mount extra drive to “/data”

$ sudo mount /dev/sdbl /data
Change permission to 777

$ sudo chmod 777 /data

Now that you have enough space on “/data” to try all examples under “~/Simulations”, copy
examples from “~/Simulations” to “/data” and then try the examples.

Appendix B: Detaching extra drive

Unmount “/data”
$ sudo umount /data

Open the instance page, and click “Attached block volumes”. Open the menu and click
“iISCSI commands & information”.
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Attached block volumes

Block volumes provide high-performance network storage to support a broad range of IO intensive workloads.

Attach block volume

Name a State

Volume type

extra @ Attaching Block volume

Device path Type Access Size VPU Multipath Attached

iscsi Read/write 1TB 10 No Tue, May 9, 2023, 08:00:37 UTC

Showing Titem ¢ Tof1 >

Copy the “Disconnect” command

iISCSI commands & information Help

Linux

@ » You must unmount the drive and then run the disconnect commands before detaching or
instance reboot will fail.

« Ifyou add this volume to the instance’s etc/fstab file to automatically mount on boot, you
must include the _netdev and nofail options.

Connect

sudo iscsiadm -m node

sudo iscsiadm -m node

sudo iscsiadm -m node

Copy,

Disconnect

sudo iscsiadm -m node

sudo iscsiadm -m node

Copy,

-0
-0
=T

-T

new -T ign.2015-12.com.oracleiaas:c534eee8-b0dc-
update -T iqn.2015-12.com.oracleiaas:c534eee8-b(
ign.2015-12.com.oracleiaas:c53deeeB-bldc-4713-ak

A

ign.2015-12.com.oracleiaas:c53deeeB-bldc-4713-ak
delete -T ign.2015-12.com.oracleiaas:c53deeel-b(

I

IP address and port: 169.254.2.2:3260 Copy

Volume IQN: ign.2015-12.com.oracleiaas:c534eee8-b0dc-4713-abeb-3396a5657e6f Copy

> Windows

Close

Paste “Disconnect” command to terminal
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[rockyfradioss ~]$ sudo iscsiadm -m node -T ign.2015-12.com.oracl
sudo iscsiadm -m node -0 delete -T ign.2015-12.com.oracleiaas:c53

Click “Detach”

Attached block volumes

Block volumes provide high-performance network storage to support a broad range of I/0 intensive workloads.

Attach block volume
Name . | State Volume type Device path Type | Access Size | VPU  Multipath Attached
extra @ Attached Block volume = iscsi Read/write 1TB 10 No Tue, I\,i View block volume details

iSCSI commands & information )

‘Copy attachment OCID

Gopy resource OCID

Detach [—

Appendix C: Using openradioss.sif with /data

Copy example from “~/Simulations” to “/data”

$ cp ~/Simulations/Neonlmll 2017.zip /data
Unarchive zip file

$ cd /data

$ unzip Neonlmll 2017.zip
$ cd Neonlmll 2017

Apptainer shell command with bind mount option to bind mount “/data” to openradioss
container

$ apptainer shell -B /data /usr/local/bin/openradioss.sif
Apptainer> pwd

/data/Neonlmll 2017
Apptainer>

Running a Neon TM benchmark example takes about an hour to finish.

Apptainer> starter linux64 gf -i NEONIM1l 0000.rad -np 64
Apptainer> mpirun -np 64 engine linux64 gf ompi -i NEONIM11l 000l.rad

When the simulation is finished, you will see an output similar to this:

*% CUMULATIVE CPU TIME SUMMARY **

CONTACT SORTING...ceceeeee..s .1063E+05 8.07 %
CONTACT FORCES...cceeeeeeesst 1297E+04 0.9

©

°
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ELEMENT FORCES......eceee...t .7143E+05 54.23 %
KINEMATIC COND.ueuveeeewneno: .4094E+04 3.11 &
INTEGRATION...eeeeeeeneneanat .1015E+05 7.71 %
ASSEMBLING..ceeeeeeeeneneasat .1563E+05 11.87 &
OTHERS (including I/0)......: .1849E+05 14.04 %
TOTAL.ceeeococcscscesescnseaat o1317E+06 100.00 %

** MEMORY USAGE STATISTICS *¥*

TOTAL MEMORY USED cccccceccccccccccccccccceset 12585 MB

MAXIMUM MEMORY PER PROCESSOR.cccccececccecess 246 MB
MINIMUM MEMORY PER PROCESSOR:ccccccccccccsss 184 MB
AVERAGE MEMORY PER PROCESSOR.:cccccecccccccess 196 MB

** DISK USAGE STATISTICS *%*

TOTAL DISK SPACE USED .ccccceccccccscccccscsst 3086 MB
ANIMATION/H3D/TH/OUTP SIZE .ececececceceness 719 MB
RESTART FILE SIZE .ccccccccccccsccccsscssaet 2366 MB
ELAPSED TIME = 2069.68 s

0:34:29
ESTIMATED SPEEDUP= 63.64

NORMAL TERMINATION

USER BREAK

TOTAL NUMBER OF CYCLES : 100001
Apptainer>

Running the Taurus TOM benchmark example takes about an hour to finish.

Apptainer> cp ~/Simulations/TauruslOM.zip /data

Apptainer> cd /data

Apptainer> unzip TauruslOM.zip

Apptainer> cd T10M

Apptainer> sed -i ‘/"\/RUN/a 0.00201’ TAURUS A05 FFB50 000l.rad

Apptainer> starter linux64 gf -i TAURUS AO5 FFB50 0000.rad -np 64

Apptainer> mpirun -np 64 engine linux64 gf ompi -i TAURUS A05 FFB50 000l.rad

21850 rocky 3 .3 2:27.49 i 4_gf ompi -i TAURUS_A05_FFB50_0001.rad
21852 rocky . 126.09 i gf_ompi TAURUS 5_FFB50_0001.rad
21872 rocky 2 .3 i £_omp. 5_FFB50_0001.rad
21874 rocky 91 . i 50_0001.rad

21881 rocky 0 . _FFB50 _0001.rad

When the simulation is finished, you will see an output similar to this:
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** CUMULATIVE CPU TIME SUMMARY **
CONTACT SORTING.ceeeeeeesesss .2968E+05 14.60 %
CONTACT FORCES.cecceccceesess 2441E+05 12.01 %
ELEMENT FORCES..ccccecceceeees .9330E+05 45.91 %
KINEMATIC COND.¢eeeeoseeossss .2055E+04 1.01 %
INTEGRATION.ccceeeccccccesseas .1684E+05 8.28 %
ASSEMBLING.ccccceeccscscsessas 1068E+05 5.25 %
OTHERS (including I/O)......: .2628E+05 12.93 &
TOTALceeeeococscscacasasanasnt .2032E+06 100.00 &

** MEMORY USAGE STATISTICS **
TOTAL MEMORY USED ccccccccccccccccccccccaaet 59767 MB
MAXIMUM MEMORY PER PROCESSOR..c.cccccccccces H 4070 MB
MINIMUM MEMORY PER PROCESSOR..c.cccceccccccest 831 MB
AVERAGE MEMORY PER PROCESSOR.ccccccccccccees 933 MB

** DISK USAGE STATISTICS **
TOTAL DISK SPACE USED .cccccccccccccccccssst 17730 MB
ANIMATION/H3D/TH/OUTP SIZE .veeeeeeceaceeees 1202 MB
RESTART FILE SIZE .cccccccccccccccccccccocns H 16528 MB
ELAPSED TIME = 3226.62 s

0:53:46

ESTIMATED SPEEDUP= 62.99

NORMAL TERMINATION

TOTAL NUMBER OF CYCLES : 10103

Running a Toyota Camry model takes about 2 hours to finish.

Apptainer> cp ~/Simulations/2012-toyota-camry-detailed-v5a.zip /data
Apptainer> cp ~/Simulations/CamryOpenRadioss.key

Apptainer> cd /data

Apptainer> unzip 2012-toyota-camry-detailed-v5a.zip

Apptainer> cp CamryOpenRadioss.key 2012-toyota-camry-detailed-v5a

Apptainer> cd 20l12-toyota-camry-detailed-v5a

Apptainer> starter linux64 gf -i CamryOpenRadioss.key -np 64

Apptainer> mpirun -np 64 engine linux64 gf ompi -i CamryOpenRadioss 000l.rad

24114 rocky
24115 rocky
24116 rocky

24129 rocky

CamryOpenRadioss_0001.rad
ryOpenRadioss_0001.rad
ryOpenRadioss_0001.rad

amryOpenRad.
i CamryOpenRadioss 0001.rad

0.5 0:17.32 engine_.
0.5 0 i

When the simulation is finished, you will see an output similar to this:
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** CUMULATIVE CPU TIME SUMMARY *%*

CONTACT SORTING......ee.....: .5613E+05 10.56 %
CONTACT FORCES....cceeeee...: .1404E+06 26.40 %
..INCLUDING CONTACT NORMALS: .6792E+05 12.77 %
ELEMENT FORCES.....cccee....: .1793E+06 33.71 %
KINEMATIC COND....eeeveeesen: .1355E+05 2.55 %
INTEGRATION....cceevueeeeesat -2393E+05 4.50 %
ASSEMBLING.:cccesescsecsesesst -3340E+05 6.28 %
OTHERS (including I/O)......: .8511E+05 16.01 %

TOTAL.veeeneeeececencanenssss 5318E+06 100.00 %

** MEMORY USAGE STATISTICS *¥*

TOTAL MEMORY USED cccccceccccccccccccccccceset 30993 MB

MAXIMUM MEMORY PER PROCESSOR.cccccccecccecess 563 MB
MINIMUM MEMORY PER PROCESSOR:ccccccccccccsss 453 MB
AVERAGE MEMORY PER PROCESSOR.:ccccccccccccess 484 MB

** DISK USAGE STATISTICS *%*

TOTAL DISK SPACE USED .eveeeeccceccccnnaaeat 4958 MB
ANIMATION/H3D/TH/OUTP SIZE .eeeeeeeccccaeeat 4958 MB
RESTART FILE SIZE .eveeeeeeccccccccncanceast 0 MB
ELAPSED TIME = 8324.31 s

2:18:44
ESTIMATED SPEEDUP= 63.88

NORMAL TERMINATION
USER BREAK
TOTAL NUMBER OF CYCLES : 84061

Running a Toyota Yaris model takes about 3 hours to finish.

Apptainer> cp ~/Simulations/2010-toyota-yaris-detailed-v2j.zip /data
Apptainer> cp ~/Simulations/YarisOpenRadioss.key

Apptainer> cd /data

Apptainer> unzip 2010-toyota-yaris-detailed-v2j.zip

Apptainer> cp YarisOpenRadioss.key 2010-toyota-yaris-detailed-v2j
Apptainer> cd 20l10-toyota-yaris-detailed-v2j

Apptainer> starter linux64 gf -i YarisOpenRadioss.key -np 64

Apptainer> mpirun -np 64 engine linux64 gf ompi -i YarisOpenRadioss 000l.rad
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30083 rocky
29946 rocky
299 ck:
29948 roc!

v gf_omp. arisOpenRadioss_0001.rad
Ky 1 0.6 1146.26 engine_linux64_gf ompi -i YarisopenRad 0001.rad
29950 rocky 3M 1 . 99.7 0.5 1:46.28 engine linuxéd gf ompi -i YarisOpenRadioss 0001.rad

When the simulation is finished, you will see an output similar to this:

** CUMULATIVE CPU TIME SUMMARY **

CONTACT SORTING.eeeeeecccess : .8854E+05 11.71 %
CONTACT FORCES.cccesescsssss: 1441E+06 19.06 %
..INCLUDING CONTACT NORMALS: .8145E+05 10.77 %
ELEMENT FORCES..ccccecescssss .2944E+06 38.94 %
KINEMATIC COND:eevcoesocseasess +1924E+05 2.54 %
INTEGRATION..ceeeescsesesesss 2373E+05 3.14 %
ASSEMBLING.¢ccoecescscscsssss «D593E+05 7.40 %
OTHERS (including I/O)......: .1301E+06 17.20 &
TOTAL.ceeeeeeceascascaneeasest 7561E+06 100.00 %

** MEMORY USAGE STATISTICS **

TOTAL MEMORY USED cccececcccccccccccccncnast 25495 MB

MAXIMUM MEMORY PER PROCESSOR...cccccececesst 450 MB
MINIMUM MEMORY PER PROCESSOR..cccccececcccss 375 MB
AVERAGE MEMORY PER PROCESSOR....cccccecececss 398 MB

** DISK USAGE STATISTICS **

TOTAL DISK SPACE USED ccccceccccccsccccnsssst 9194 MB
ANIMATION/H3D/TH/OUTP SIZE .cccececccccccces : 5386 MB
RESTART FILE SIZE .cccccccccccscsccccsssssaet 3808 MB
ELAPSED TIME = 11840.29 s

3:17:20
ESTIMATED SPEEDUP= 63.86

NORMAL TERMINATION
TOTAL NUMBER OF CYCLES : 200848
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